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1. Surface melting and non-melting:
Thermodynamics

A peculiar feature of the melting transition is the ab-
sence of a full hysteresis loop: while it is generally
possible to supercool a liquid below the melting tem-
perature Tm, it is usually difficult or impossible to over-
heat a solid above Tm. This suggests that a germ of the
liquid phase is already present when Tm is approached
from below, ready to propagate to the whole material.
The most likely place where this germ could reside is
the surface. This idea, proven to be correct, supplied the
starting motivation for microscopic studies of surface
melting (SM).

One of the first microscopic characterizations of SM
is the famous medium-energy ion scattering experi-
ment by Frenken and Van der Veen [1], showing the
presence of a liquid film between crystal and vapor on
the Pb(110) surface, whose thickness �(T ) increases
rapidly to ∞ as T approaches Tm. A number of case
studies are now known in the literature, and SM turns
out to be generic for most crystal surfaces. It is how-
ever not general, and there are surfaces that do not melt
at all, remains solid and crystalline all the way up to
Tm. This behavior, alternative to SM, has been called
surface nonmelting (NM) [2]. SM and NM can both
occur for the same substance, of course on different
crystallographic faces. For example NM was demon-
strated for Pb(111) [3], while by contrast SM prevails on
Pb(110).

In the language of wetting, SM is nothing else than
complete wetting of the solid by its own melt. It takes
place whenever the solid surface (more precisely the
solid-vapor interface, SV) can lower its free energy
by transforming into a sequence of two separate solid-
liquid (SL) plus liquid-vapor (LV) interfaces, namely

when the solid-vapor (SV) stability criterion γSV <

γSL + γLV is violated (where γ denotes the surface free
energy) [4]. However, the “liquid” film may be only
a few atomic layers thick, and one should allow for
“interaction” effects between the SL and LV interfaces
mediated by this thin film. The total Gibbs free energy
change caused by melting a thickness � can therefore
be written as

�G/A = [(γSL + γLV) − γSV] + �LρL(Tm − T ) + V (�)

(1)

where A is the surface area, L is the latent heat of melt-
ing per unit mass, ρL is the density of the liquid, and
V (�) represents a phenomenological SL-LV interface
interaction term, which vanishes for � → ∞ and tends
to the positive value V (0) = γSV − (γSL + γLV) when
� → 0 (where �G should vanish by definition). SM
replaces the SV interface with the two SL, LV inter-
faces, and this occurs when V (�) is a globally repulsive
interaction.

By contrast, NM corresponds to partial wetting,
namely γSV < γSL + γLV is fulfilled. Equation 1 still
holds, with the same limits for V (�) when � → 0 and
� → ∞ given above, but now V (0) is negative and
the interface interaction is globally attractive. A use-
ful mnemonic is that SL-LV repulsion causes the liquid
film to expand (SM), while SL-LV attraction causes the
liquid film to collapse and disappear (NM).

The microscopic mechanism behind interface attrac-
tion or repulsion varies, and may be eventually related
to such different physical causes as layering [5], sur-
face entropy [6] or Van der Waals forces [7]. The lat-
ter mechanism is very general and can actually be

0022–2461 C© 2005 Springer Science + Business Media, Inc. 2141



PROCEEDINGS OF THE IV INTERNATIONAL CONFERENCE/HIGH TEMPERATURE CAPILLARITY

described using the following macroscopic concepts.
When two semi-infinite media are separated by a film
of another medium with a finite thickness �—the liquid
phase between solid and vapor in our case—the inter-
action free energy between the two interfaces gets an
asymptotical tail V (�) ∼ H/�2 due to the long range
dispersion forces. If the optical density of the film is in-
termediate between that of the surrounding media, its
so-called Hamaker constant H is positive, otherwise it
is negative [8]. Positive H means a long range repulsion
between the interfaces, which favors SM. That is gener-
ally the case for most metals and other materials, where
the liquid is indeed less dense and a worse conductor
than the solid. In some cases, such as in valence semi-
conductors and semimetals, melting leads to a denser
(and generally metallic) liquid state, causing H < 0.
Negative volume expansion at melting and a negative
Hamaker constant occur also in other notable cases,
among which water [9]. H < 0 implies a long range
attraction between interfaces, and that hinders SM. In
such cases, surfaces may even begin to wet close to
Tm, but the growth of the wetting film is blocked, its
thickness � remaining microscopically thin at Tm.

In the remainder of this short review, we will fo-
cus primarily on materials of interest to the high tem-
perature capillarity community, namely ionic insula-
tors and metals. Readers are addressed to a more ex-
tensive review containing a larger selection of sys-
tems and physical issues, currently in preparation
[10].

2. Theory
Several accurate theoretical frameworks to study SM
have been developed. Due to space constraints, we will
not discuss them here. We shall restrict ourselves to
the simplest heuristic theory, and to computer simula-
tions. Early crude but appealing reasoning leading to
SM has indeed been based on heuristics. Bulk melting
usually correlates well with the so called Lindemann
melting criterion: when the r.m.s. thermal vibration am-
plitude of a solid reaches some 10% of the lattice spac-
ing, the solid generally melts. Atoms at surfaces are
less coordinated and generally looser than in bulk, and
their vibration amplitudes are correspondingly larger.
Surfaces will thus reach the Lindemann instability at
a lower temperature than the bulk. Mechanical insta-
bility of the crystal is of course different from melting,
which occurs at the free energy crossing of the solid and
liquid phases, necessarily at a lower temperature than
the instability. The Lindemann criterion can nonethe-
less heuristically be taken as a signal of the tendency to
melt, and early bulk models were developed along these
lines [11]. In the model semi-infinite solid (describing
the surface), it is found that the mechanical instability
of the first surface layer occurs at a temperature which
is only about 3/4 that of the bulk [12]—a fact that had
been long known and noted by precursors as Tammann
and Stranski [13]. Self-consistent surface phonon cal-
culations [14] and also experiments [15] later revealed
that a precocious surface instability may be due to a
more pronounced anharmonic outward expansion of
the first surface layer relative to that in the bulk. Sub-

sequent theoretical work, not further discussed here,
presents a much more convincing and accurate picture
of SM [16–18]

3. Simulations: Molecular dynamics
Atomistic Monte Carlo and Molecular Dynamics (MD)
simulations of melting and surface melting constitute
two very important tools in the field. Simulations may
in many ways replace experiment, and must be similarly
regarded and understood by means of theory. Similar
to experiment, simulations often uncover novel or un-
expected behavior. We shall concentrate on MD simu-
lation and specifically on work done in our group. SM
simulations are generally conducted on crystal slabs,
made up of a sufficiently large number of atomic solid
layers, with two free surfaces, or with one free and
one “frozen” surface. The in-plane simulation cell size
must be allowed to expand gradually as temperature
increases, according to the bulk thermal expansion co-
efficient, to guarantee that the stress of the bulk-like
part of the sample remains as close as possible to zero.
MD consists of solving Newton’s equations of motion,
where forces are obtained as gradients with respect
to atomic coordinates of a potential energy function
Epot({R}). Depending on systems, and on the accu-
racy needed, Epot can be given either by empirical
interatomic potentials or by first principles total en-
ergy calculations. Empirical two-body potentials, such
as Lennard-Jones (LJ), or Born-Mayer-Huggins poten-
tials, are not unreasonable for rare gas solids or for ionic
crystals. Empirical many body potentials, such as the
Embedded Atom Model [19], the glue model [20], the
Finnis-Sinclair potential [21], etc., are much more suit-
able than two-body forces for metals. Many-body em-
pirical potentials were developed also for such systems
as valence semiconductors [22, 23], but here the first
principles approach is generally more appropriate [24].
Typical SM simulation outputs are shown in Fig. 1 for a
modified LJ system and for a metal surface respectively.
Pictures for LJ(111), LJ(110) and Au(110), surfaces
that undergo SM, illustrate the formation of a surface
liquid film just below Tm. The configuration shown for
Au(111), a NM surface, is not a stable one below Tm,
and will evolve to a complete recrystallization. Tech-
nical details and some further results for simulations
of SM can be found in the review article by Di Tolla
et al. [25].

4. Ionic insulators
Surfaces of ionic crystal such as NaCl, other alkali
halides, MgO, etc., are often used as substrates for
growing other materials, and their properties are there-
fore better known far below the melting point than close
to it. Yet, some data are also available about their be-
havior at Tm. In this respect, NaCl appears to be one of
the best studied, and can therefore be chosen as a case
study. Argon bubble studies of liquid NaCl in contact
with the solid revealed a surprising lack of complete
wetting, with a large partial wetting angle of about
48 degrees [26]. Very recent MD simulations of solid
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Figure 1 Typical solid-liquid-vapor density profiles obtained by simu-
lations of Lennard-Jones(110) and Au(110) (surfaces that undergo SM)
very close to Tm. For Au(111) (which is a NM surface) a nonequilibrium
configuration is shown with the oscillations which lead to attraction and
eventually to the collapse of the two interfaces (see text). Picture from
Ref. [25].

NaCl(100) clearly demonstrate that this partial wetting
is related to NM of this solid surface, even predicted
to survive in a metastable state well above Tm [27].
Simulations of a droplet of melted NaCl brought into
contact with solid NaCl(100) at T = Tm (Fig. 2)
demonstrates the incomplete wetting, with an exter-
nal partial wetting angle of (50 ± 5)◦, in good agree-
ment with the bubble experiments [6]. The microscopic
reasons for the lack of tendency of solid NaCl(100)

Figure 2 The time evolution of a NaCl liquid droplet brought into the contact with NaCl(100) at the melting point. After 100 ps the drop stabilizes
in a metastable state forming a partial wetting contact angle θLV = (50 ± 5)◦.

to wet itself with molten NaCl are presently under
scrutiny.

5. Metals
The surface melting behavior of metallic surfaces has
received a great deal of experimental attention. Metal
surfaces usually possess positive Hamaker constants,
and generally melt. In detail, they may exhibit ei-
ther melting and nonmelting, depending on the metal
and on the crystallographic orientation. A minority of
close packed surfaces such as Pb(111) [3], Al(111)
and Al(100) [28] displays NM, and in fact remains
smooth and dry all the way to Tm. The vast majority
of metal faces with all other orientations, where pack-
ing is poorer, undergoes SM. In intermediate packing
cases like for instance Pb(100) [1], the first few lay-
ers melt, but the wetting does not proceed and the liq-
uid film growth is blocked to a finite thickness until
Tm (incomplete SM). Although this incomplete melt-
ing will appear macroscopically indistinguishable from
NM (namely partial wetting with a finite wetting angle),
there is a clear microscopic difference because the sur-
face is no longer dry below Tm. An early review of metal
surface melting can be found elsewhere [29]. We will
limit ourselves here to mention a few hot metal surface
phenomena, particularly those connected with NM,
which have been especially highlighted in our group.

The first is the existence in surface NM of a critical
liquid nucleation thickness �c which is finite above Tm
and only vanishes at some surface spinodal temperature
Ts > Tm. This fact, first discovered in simulation [2],
indicates that in NM the solid surface can survive in a
metastable state where it is protected by a nucleation
barrier, between Tm and Ts. An immediate consequence
is that NM solid surfaces can be overheated, of course
only for a short time, up to at most Ts > Tm. For the
(111) surfaces of Pb, Al and Au the calculated amount
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of maximum theoretical surface overheating is 120 K,
150 K, and about 150 K respectively. The reality of this
possibility was demonstrated experimentally by laser
heating techniques [30], and also in small Pb clusters
[31].

Another phenomenon discovered theoretically is
non-melting induced surface faceting. Consider a gen-
eral crystal surface, whose orientation is close to, but
not exactly coincident with, a flat NM face. Such a vic-
inal surface will consist of a sequence of flat terraces
separated by surface steps. At low temperature the steps
usually repel and form an ordered array, so that the solid
vicinal surface is stable. As Tm is approached, the steps
suddenly coalesce in bunches giving way to much larger
flat terraces, separated by very inclined facets where the
steps have bunched up. The inclined, high-step density
facets actually wet themselves, while the step-free flat
facets remain dry. This non-melting induced surface
faceting—a form of phase separation—was predicted
on thermodynamical bases by Noziéres [32], indepen-
dently demonstrated by MD simulation [33], and even-
tually observed experimentally [34]. It is most likely
the reason why e.g., beautifully perfect flat faces can
be generated in gold, by simple heating close to the
melting point. Au(111) being a nonmelting face, it will
at high temperature require all steps and imperfections
to bunch up together someplace, sweeping itself clean
and flat.

A further interesting point is the microscopic inves-
tigation and clarification of the relationship between
solid surface NM and its partial wetting by a drop of
melt. While macroscopic partial wetting with a nonzero
contact angle of the liquid with its own solid is not com-
monly reported for metals, it was very clearly found in
MD simulation. Ref. [5] shows simulated Al liquid
droplet forming the nanoscopic equivalent of a par-
tial wetting angle θLV = (22 ± 3)◦ in a metastable
conditions at T = 1.01 Tm. With the help of a sim-
ple model, based on Equation 1 and of a generalized
Young equation [5, 32] it was shown that there is a di-
rect relationship between θLV and the maximum over-
heating temperature of a NM surface. Using the the
calculated ideal overheating temperatures of Pb(111),
Al(111) and Au(111) given earlier above, the model
predicted partial self-wetting angles θLV of (16 ± 1)◦,
(18±2)◦, (33±2)◦ respectively, in good agreement with
the simulation result for Al(111), and with experiments
on Pb(111) showing θLV to be (14 ± 1)◦ [34].

Theory and simulation brought out a simple micro-
scopic understanding also for the physics that underlies
NM of close packed metal surfaces, based on the intrin-
sic atomic structure of the SL and LV interfaces [35]. A
series of z-resolved in-plane averaged density profiles
of the SL and LV interfaces as obtained by MD simu-
lations of Au(111), Au(110), LJ(111) and LJ(111) near
Tm is shown in Fig. 1. A damped density oscillation is
seen to propagate from the solid into the liquid, car-
rying approximately the solid interplanar distance as
a wavelength. That wavelength of course depends on
the crystallographic direction. A second damped den-
sity oscillation starts at the liquid surface, carrying in-
wards a different wavelength, determined this time by

the main peak in the liquid structure factor S(k). This
second oscillation, essentially non-existent in the LJ
liquid, is strong in metals, where the surface elicits a
stronger density response in the underlying liquid (see
further below). Being a property of the liquid, the sur-
face layering oscillation of the surface melted film is
face independent. When, as in Au(110), the solid and
liquid oscillations facing one another possess wave-
lengths that are out of tune, their superposition is unfa-
vorable and causes interface repulsion, eventually lead-
ing to SM. When instead, as in Au(111), the two oscil-
lations are close to perfectly tuned, their superposition
is favorable and causes interface attraction, leading to
NM. Finally, the practical absence of a layering oscil-
lation in the LJ liquid surface indicates indifference of
the two interfaces. They nonetheless eventually repel
via the positive Hamaker constant, and therefore SM
ensues in that case too.

6. Special case: Strained solids
In an infinite bulk solid, an increase of hydrostatic pres-
sure generally increases the melting temperature. Con-
trary to that, uniaxial strain always works the other way
around and favors melting, irrespective of the sign of
strain. Uniaxial compression or stretching in fact in-
creases the elastic energy of the solid (so long as the
solid can sustain the corresponding stress without rel-
evant plastic deformation). On the other hand the liq-
uid does not support shear, all elastic energy released
by flow. The bulk melting temperature of a strained
solid is thus lowered by an amount which is quadratic
in the anisotropic strain. This effect is experimentally
observed in He crystals [36]. In metals it has been
addressed first through simple thermodynamics, and
accessed directly by strained molecular dynamics sim-
ulations [37] for Al [38]. A consequence of some prac-
tical importance is that in any study of surface melting
the strain conditions must be severely controlled. The
Al test case indicates that a strain of 10−3 implies a shift
of Tm of 0.03 K, or 0.003%. As such a degree of preci-
sion is sometimes approached in surface melting stud-
ies, the error introduced by strains can be significant.
Since strain conditions are seldom specified explicitly,
it seems possible and in some cases likely that some
of the asymptotic SM data in the literature might need
re-checking against that source of error. In addition to
a lowering of Tm, a strain induced prewetting can also
occur. In fact the SV interface will generally possess, in
full equilibrium, a nonvanishing surface stress which,
when an in-plane bulk strain is applied, will work along
with or against the strain, and decrease or increase re-
spectively the overall SV surface free energy γSV. As
seen from Equation 1, an increase of γSV will further en-
courage SM, while a decrease will oppose it. In the latter
case it can be shown that strain will cause ordinary, con-
tinuous SM to be replaced by a prewetting transition:
as T grows surface melting ceases to be continuous,
and develops a sudden jump in the liquid film thickness
� from zero to a finite value, from where it then grows
continuously and diverges at T → Tm as in regular
SM [38]. This strain-induced prewetting transition has
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recently been confirmed by simulations [38], but has
yet to be verified experimentally.

7. Liquid metal surfaces
We focused so far on melting of solid surfaces, but liq-
uid metal surfaces per se have also long been known
to be interesting and structured. As revealed by e.g. X-
ray reflectivity experiments [39], and as discussed long
ago by chemical physicists [40], the density profile of
liquid metal surfaces shows a tendency to layering (as
also shown by the simulation results of Fig. 1). As said
earlier, layering represents the density response of the
liquid to vacuum. It is well known that when an exter-
nal perturbation, say a δ-function point-like repulsion,
is inserted into a liquid, the density will locally drop,
and will recover away from the point with a damped
oscillation dictated by the structure factor S(k), with
a wavelength close to λ = 2π/k0 where k0 is the po-
sition of the first peak of S(k). The surface represents
another perturbation of that type (now extended) for
the liquid metal, and layering is the result. Layering
may lead to high planar density in the liquid surface,
as the metal atoms in the outermost surface layer are
roughly speaking confined in two dimensions. More-
over, in some cases—like in the heavy noble metals
that show a propensity to surface reconstructions—the
packing of surface atoms will tend to be closer and
tighter than the corresponding bulk atoms. The ques-
tion therefore arises whether the outer surface of a liq-
uid metal could in some cases go as far as crystal-
lizing in two dimensions (2D). Such a crystallization
would represent a case of surface freezing —the oppo-
site of surface melting—a phenomenon demonstrated
and characterized in alkanes [41]. In two dimensions,
freezing should take place in two steps [42]. Discli-
nation pairs should bind into dislocations with a first
transition, implying the onset of a hexatic phase with
power law orientational order. Upon further cooling, a
second transition binds dislocation pairs, with the on-
set of power law positional order. These phenomena
are well documented in the melting of 2D colloidal
crystal [43]. A liquid metal surface too might be able to
exhibit, either above Tm or in the supercooled state, hex-
atic phase. Floating on a three dimensional liquid, such
a phase would be able to exchange freely atoms with it,
and disclinations/dislocations could readily form and
dissolve avoiding all the delicate kinetic problems pre-
sented by strict 2D systems.

Celestini et al. [44] carried out MD simulations
of the liquid Au surface as a function of temperature
particularly in the supercooling regime. As shown
by Fig. 3, an increasingly strong layering was indeed
found, and the top layer strongly resembling a 2D
close packed lattice with a large number of disclina-
tions. Upon supercooling, disclinations rarefied and
the system approached a hexatic transition. On the
brink of that transition however, bulk crystallization
suddenly took place, starting from the liquid surface
and moving inwards, and preempting an actual
hexatic transition [45]. Further experimental charac-
terization of this type phenomena would seem very
desirable.

Figure 3 Nearly hexatic top layer of simulated liquid Au [45], both
above and below (undercooling) the melting point Tm = 1335 K. Five-
fold (black) and sevenfold (white) disclinations are pinpointed. The cor-
responding density profiles along the surface normal are also shown. The
first peak corresponds to the outmost layer of atoms in the maps.

8. Premelting of nanoclusters and nanowires
As has long been known, small clusters readily liq-
uefy, or premelt, well below the bulk melting temper-
ature Tm of the same material. Basic thermodynamics
predicts phenomenologically that a cluster of radius R
should melt at Tm(R) � T ∞

m (1−C/R), where the coef-
ficient C is approximatively proportional to γSV − γLV,
and T ∞

m is the bulk melting temperature. The lower-
ing of Tm is driven by the difference in the surface free
energy between liquid and solid. This behavior was
well verified experimentally in Au by classic cluster
beam experiments by Buffat and Borel [46]. A simi-
lar melting behavior (with a different C) is expected
for one-dimensional extended nanosystems, such as
nanowires [47].

Microscopic theories as well as atomistic MD simu-
lations of cluster melting are numerous and well docu-
mented. A review can be found in standard books [48,
49]. Fig. 4, obtained by MD simulations [50], shows
that in the case of Pb clusters the melting tempera-
ture indeed decreases linearly with the inverse radius.
For Au clusters, of special experimental interest and
more complex due to surface reconstructions, we car-
ried out MD simulations in order to understand how
the premelted state was reached for increasing temper-
ature [51]. The 1/R decrease for Tm was confirmed,
and it was found that (unless the cluster is so small to
melt at T ∞

m /2 or below) liquid-like diffusivity sets up
at the surface below the melting temperature. Melting
at Tm(R) occurs by a sudden propagation of this liquid
“skin” into the bulk-like interior. This behavior is quite
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Figure 4 Melting temperature as a function of N−1/3 (where N is the
number of atoms) of simulated Pb clusters. The points correspond to the
discontinuities in the caloric curves in the inset. The solid line is a linear
fit to the points. The triangle corresponds to bulk melting.

similar to that described by a phenomenological model
of Celestini et al. [52].

One would expect that clusters entirely bounded by
NM crystal faces do not premelt. While that has been
confirmed in Pb clusters [53], it is not generally true.
For example, clusters of systems such as In [54] have
been shown to premelt, despite the nonmelting nature
of In faces, where H < 0. The problem is that macro-
scopic reasoning ignores microscopic details, such as
edges and corners, features that the clusters nonetheless
possess. The simulated high temperature behavior of a
NaCl cubic nanocluster (a nanograin of salt) is in that
respect quite revealing [6]. The (100) nanocube faces
are NM: if they were unbounded, there would indeed
be no premelting. However the cube corners are the
weak spot, and begin melting even below Tm. While
NaCl corner roughening was described long ago [55] it
did not necessarily imply melting. In our realistic sim-
ulations [6] the edges not only round but liquefy, and
the melting front does not stop at corners, but readily
sweeps through the small cluster which premelts.

It is in principle an open question how the picture
should evolve with increasing grain size. Clearly the
corners will represent in all cases point-like germs of the
liquid which are present below Tm. While these germs
will certainly enlarge into liquid pools, it remains to
be clarified how the pools will spread out, and if and
in what form their presence will permit, if at all, the
faces of a large NaCl cube to exhibit NM, and to remain
solid up to and above Tm. More generally, this approach
would probably shed light also on the premelting of
nanoparticles made of H < 0 mentioned above.
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53. J . J . M É T O I S and J . C . H E Y R A U D , J. Microsc. Spect. Elec.
14 (1989) 343.

54. A . P A V L O V S K A, D. D O B R E V and E . B A U E R , Surf. Sci.
286 (1993) 176.

55. M. W O R T I S , in “Chemistry and Physics of Solid Surfaces VIII”,
edited by R. Vanselow and R. Howe (Springer-Verlag, Berlin,
1990).

Received 31 March
and accepted 18 July 2004

2147


